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Foreword
It has been an awesome journey to witness first-hand how the Apache Camel project has grown
and established itself as the preferred integration library in the Java ecosystem. I started my Camel
ride when the project was still new and was amazed how Apache Camel was able to put the EIP
patterns in the driving seat using a clear and concise DSL that developers and architects alike could
comprehend.

At the time of writing, the EIP patterns book was published over a decade ago, and Apache Camel
will hit 10 years in 2017. All of us who are working in the IT industry are aware of how fast
things changes. With the rise of new technologies such as cloud, containers, big data, IoT, social,
and whatnot, there is a growing need for any business to adapt. And this requires being able to
integrate all these systems faster and smarter.

As a seasoned consultant, Bilgin is out there in the field every day and witnesses first-hand all the
good, bad, and ugly that takes place in the world. In this book, Bilgin is giving us a treasure with
20 modern integration patterns. Any architects or Camel developers who are building integration
solutions can learn a lot from diving into this book and reading patterns of interest (hopefully all
of them as the book is reasonably sized). Bilgin does not take the easy road and spare us of any of
the harder parts of integration. I personally enjoyed reading all the wisdom from the error handling
patterns.

As a closing remark I want to circle back to the EIP book that was the inspiration for the creation
of Apache Camel. Now a decade later, it is thanks to Bilgin that we have a new set of EIP patterns
to talk about in the Apache Camel community.

Thank you, Bilgin. Now dear reader, I certainly expect your Camel ride will be much better with
these new patterns in your tool belt.

Claus Ibsen
Principal Software Engineer at Red Hat
Co-author of the Camel in Action books
http://www.davsclaus.com / https://twitter.com/davsclaus
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Introduction
Regardless of whether you program in Java or .NET, create SOAP or REST endpoints, implement
SOA or mircroservices, or deploy to cloud-based or on premise infrastructure, there are common
patterns and principles used for designing and implementing integration applications. Over the years
these have been named as messaging patterns, SOA patterns, cloud patterns, microservices patterns,
resiliency patterns, etc. You can even classify some of them as principles or recipes. But it is important
to be aware of them, understand the cost and the benefits, and make informed design decisions.

One aspect of patterns is that they evolve. With the advance of technology, hardware gets faster,
compilers get more intelligent, and new languages and paradigms get created. The business wants
to go faster and adapt more rapidly to the changing world. All of these forces are catalysts for new
languages, frameworks, patterns, and best practices. AGoF pattern today can become an anti-pattern
tomorrow. Think of the Singleton pattern and the Double-checked locking pattern; we hardly use
them today as the Singleton creates hard-to-unit test classes, and there are better performant ways
for concurrent programming than the Double-checked locking pattern nowadays. I am a pragmatist
and believe that there are no best practices, only good practices in a context. This line of thinking
should be applied to the patterns in this book too. Read through these patterns and before using one,
think whether it adds more value than the effort it requires. If it doesn’t, do not be afraid of creating
your own pattern.

The patterns listed here are not new; they are all over the internet, described many times under
various categories and names. Here I describe them from an application integration point of view
with emphasis on implementing these patterns in Apache Camel. The way I came up with the list
of patterns was not by picking up cool patterns and trying to implement them in Camel, but rather
the opposite. While working on tens of Camel projects, I saw the repetitive solutions used in each
context without realizing they were well-known patterns. I have mapped these real world project
experiences into existing patterns from various software domains, and backed them up with some
context and samples. So the patterns in this book are described more from a practical point of view,
rather than an academical pattern definition.
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How this Book is Structured

It is worth setting your expectations right from the very beginning by saying that this book does not
follow any specific pattern description language. It has been written in a relaxed style; it is similar to
a series of essays, but with a consistent structure. English is not my first language, nor my second;
as a result, the book is nothing like Martin Fowler’s style, so bear with me. Each chapter has the
following structure:

• Name: pattern name(s);
• Intent: a short description of the pattern;
• Context and Problem: when and how the problem manifests itself;
• Forces and Solution: how the pattern solves the problem;
• Mechanics: Camel-specific details related to the pattern;
• More Information: other information sources related to the topic.

As much as is practical, diagrams are used to depict the essence of the use cases and patterns. Rather
than relying on Camel DSL, pseudo code or UML, Enterprise Integration Pattern icons are used as
the primary notation in the diagrams.

Who this Book is for

Even though the title of this book is Camel Design Patterns, there is not one line of Camel code
within it. There are plenty of good Camel books covering Camel syntax and the framework details
at varying degrees (including my Camel starter book: Instant Apache Camel Message Routing). This
book is intended for developers who are somewhat familiar with Camel but are perhaps lacking
the wider application integration experience. It is based on use cases and lessons learnt from real
world projects with the intention of making the reader think and become inspired to create better
integration designs. There is no syntax in this book, only practical theory backed up by countless
hours of riding Apache Camel.

I hope you find this book useful.
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1. Data Integrity Pattern
This is also known as the Transactional Service Pattern, and the Atomic Service Transactions.

Intent

To maintain the data consistency and business integrity of a system comprised of dispersed data
sources in the case of a processing failure.

Context and Problem

Integration applications typically process data from disparate data sources such as a relational
database, key value store, message queue, or file system. Maintaining data integrity in an envi-
ronment where each data source has a different transaction model can be challenging. If a service
has to mutate two or more data sources, there is a chance that these data sources will get out of sync
in the case of a failure of the mutating service.

Forces and Solution

Depending on the data consistency requirements, there are different approaches for dealing with
failure scenarios:

• Some systems do not offer transactional behaviour at all and the data consistency has
to be ensured through additional mechanisms such as data locking before modifying, the
committing of the changes when the operation completes successfully, or the undoing
modifications when when there are failures.

• In a strongly consistent system, all changes are atomic (indivisible), consistent, isolated, and
durable (ACID). This model relies on using locks within a single data source and as such
impacts on availability and scalability of the system. If a service has to modify multiple data
sources, it has to be wrapped in a global transaction, and then this transaction will ensure that
either all changes are successful, or that no changes are carried out.

• In an eventually consistent model, the data sources are partitioned across processes and it
is not possible to use locking to ensure consistency. If a service has to modify multiple data
sources, it requires additional coordination logic to guarantee the overall system integrity.

In this chapter we will look at a non-transactional example and a few strongly consistent use cases.
The eventually consistent model will be covered as part of the Saga Pattern.

1
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Mechanics

No Transactions

The main goal of the Data Integrity Pattern is to ensure that the data that is managed by a service is
mutated and persisted in accordance with ACID principles. But integration applications do support
a variety of protocols and not all of them support transactions. In these situations, whichever means
are available for mutating data in an ACID compliant way, these are used. Let’s have a look at a
simple and still popular way of exchanging information, that is the file transfer, and the potential
issues with it.

Non-transactional system

In this example we have an external File Write Process that writes files to a folder (this process
can be a Camel route or anything else). Our Camel-based route copies files from the source to the
destination folder and also does some logging. There is also another external process that reads the
copied files from the destination folder and does further processing. In this simple looking-at-a-first-
sight example there are a couple of potentially problematic areas:

• The first one is how will the Camel route know that the File Generator Process has completed
writing the files, and that these files can be read and processed? You do not want to read
half an XML file, or CSV file, when some lines are missing. One of the simplest techniques
that comes to mind to solve this is to check for exclusive read-lock on the file. But not all file
systems support read-locks; for example, some mounted/shared file systems or FTPs. Luckily
Camel do provide various readLock strategies [CAMEL FILE] and all you have to do is choose
the right one for your case. You can use marker files, check whether the file size is changing
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over a time period, or try to rename the file to make sure there is no other lock on it. All of
these mechanisms are there to ensure that the file can be read and that its content will not be
modified by other processes at the same time. Choose wisely.

• The second important decision is concerned with how to make sure that the files we are
writing to are not read by a File Reader Process before we finish writing to these files. The
File Reader Process might not have all the fancy mechanisms that Camel has to detect when a
file is ready for consumption (whether that is reading only or involving the moving/deleting
of the file too does not matter). This is a no-brainer; the most reliable way is to use a different
temporary file name while writing and once the writing is finished, to rename the file its
expected final name. Sincemoving is an atomic (remember ACID) operation, the file cannot be
read while moving - only after it is fully moved. But be careful with this option too as some file
systems may give you create but not move permissions. Another quite common mechanism
used for writing files is to create a done marker file once the writing of the original file is
complete. This marker file can be used as an indicator for the other processes that the original
file is ready for consumption. This option assumes that the other processes can work with
done files, though. Camel consumer can work with done files in addition to all the readLock
strategies just fine. So if you are writing and reading files from Camel-based applications,
done file markers can be used too without any additional effort.

• The third potentially problematic area is to do with streaming. If the files are large, instead of
reading the whole file into application memory and then writing it to the target location, we
can enable streaming which will allow us to stream the file content from source to destination
byte by byte. We could even split the file using a splitter in a streamingmode if we need to. But
in streaming mode, it is crucial that we do not read the stream accidentally during processing
as streams can be consumed only once, and if the stream is consumed during processing, an
empty file will be created in the destination folder as the content is no longer available.We also
mentioned that our Camel route will do logging. Imagine what can happen if we start logging
the message body to debug a problem. In certain environments with detailed logging enabled,
we might get empty files in the destination folder and log files might get filled up with the
transferred file content (and in some other environments, files copied properly). Camel has
thought about this one too. In order to read streams multiple times, you can enable stream
caching, which will read the stream and store it in a structure that allows multiple reads. By
default, for smaller streams (less than 128kb), Camel will store them in-memory which defeats
the purpose of using streams in the first place, but for larger streams, Camel will use the temp
directory as a spool location; so there is still a value in using streams.

File component is only one example of a non-transactional system interaction. There are many other
use cases in this category, and for dealing with these, Camel offers some synchronization mecha-
nisms. Camel internally uses the concept of UnitOfWork to represent something like a transactional
boundary for a group of tasks. In short, every exchange has a UnitOfWork which allows you to
register callbacks implementing the Synchronization interface. When the exchange has completed
routing, all the callbacks are called. The callback (Synchronization interface) has onComplete

and onFailure methods which allow you to implement a kind of commit or rollback behaviour.
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This mechanism allows the registering of callbacks to the exchange with custom logic (to manage
the transactional behaviour manually) that will be executed when the exchange is completed. A
higher level abstraction of this behaviour is the so-called onCompletion [CAMELONCOMPLETION].
This construct lets you register not Java beans implementing the Synchronization interface, but
Camel routes as callbacks. So whenever the exchange has completed routing, another route can be
triggered to perform, commit, or roll back different kinds of tasks. Under the hood, onCompletion
uses Synchronization to register itself, but it also offers additional features such as asynchronous
behaviour through a different thread pool, predicates, or the ability to execute before or after the
consumer returns the result (just before the exchange is complete). By the way, this is the same
mechanism used by File component to delete or move consumed files when the exchange completes
successfully, or to move the file to a failed folder when the exchange has failed. So it is a quite
reliable callback mechanism.

Local Transactions

Many data sources such as message queues, relational databases, and key-value stores support
transactions. Let’s have a look at an example where we have two queues that belong to the same
message broker and we interact with the broker though a transaction manager.

A service with local transactions

We can see that there is a request generator process that writes messages to the request queue and
this is where the transaction boundary of that process reaches up to. Then a Camel route reads the
messages and performs a number of transformations. During this time, the message is in flight in
the message broker so it is not visible to other message consumers, but the message is not removed
from the queue either as the transaction has not committed yet. If the Camel application crashes
at this stage, the transaction will time out and the message will become available for reading to
other consumers rather than being lost. When the message is written to the response queue, then
the transaction is committed and the messages will be removed/consumed from the request queue.
Another possibility is that during the processing an exception may be thrown; this will roll back
the transaction and the broker will move the message from the request queue to a DLQ. Before
assuming a message for a poison pill, by default the broker will perform a number of redeliveries.
Only when these redeliveries are exhausted, the message will be moved the a DLQ. The important
point here is that every request message will end up either in the response queue or in the DLQ,
and no messages will disappear in the case of catastrophic events during processing. This is an
example of a Transactional Service Pattern [SOA PATTERNS], and the behaviour is ensured by the
transaction manager and its ACID capabilities. This is also a so-called local transaction as there is
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only one transaction manager involved (Spring JmsTransactionManager in our example) and only
one transactional resource (the ActiveMQ broker). Transaction managers use the thread context
to keep transaction-related information, so when processing messages with Camel, make sure the
exchange is using one thread only throughout the routing path. If Threads DSL is used, it will pass
the exchange to a different thread; if SEDA is used for connecting routes (rather than Direct) it will
use different threads for different routes. Any of these (or some other parallel behaviour) will leak
the exchange outside of the transaction boundary and lead to unexpected behaviour.

Global Transactions

A more complicated scenario is when there are different data sources with different transaction
managers. In this situation we need a global transaction manager that can span multiple resources
and coordinate the transactions across these resources.

A service with global transactions

In this example, a Camel route receives messages from a request queue and writes to a relational
database first. After this, it writes the result (let’s assume that it is an ID generated by the database)
to the result queue. The reason we need a global transaction here is because there is a chance that
after the data has been persisted to the database, the processing will fail, for example, duringmessage
translation or during writing to the result queue. In this situation, the transaction from the broker
will roll back and the message will be moved to a DLQ, but the database would still have the inserted
value. A global transaction can roll back the changes in the database and also roll back the transaction
in the broker, and ensure that both resources are in a consistent state (either both transactions are
committed or both are rolled back).
Keep in mind that not all resources support global transactions and having these is very costly
in terms of speed as the transaction manager has to coordinate the transaction with two or more
processes. The global transactions use the XA protocol for resource coordination (the resources
have to be XA compliant in order to participate in such a transaction), which in the Java world
is represented by Java Transaction API (JTA). Containers such as Apache Karaf and JBoss WildFly
do provide JTA-compliant transaction managers (Apache Aries and Narayana respectively), but if
you want to use a different runtime, you may have to use a different transaction manager (such as
Atomikos).
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Distributed transactions are also available for Web services. Through WS-Atomic Transaction
standard, it is possible to call two or more separate Web services and have them participate in
a transaction. If a web service call fails, the WS-Atomic implementation will make sure to roll
back the previous calls and ensure all service calls are in a consistent state. When a transaction
boundary spans across multiple services/processes, another strategy is to use the Saga Pattern (i.e.
compensating transactions). Saga does not require a two phase commit and it is a more scalable
solution.

Avoiding Global Transactions through Idempotency

Here is a bonus section. In certain situations, there is a way to avoid global transactions even if there
are two resources involved. The following Camel route reads messages off the queue, performs some
filtering, does a database insert and transformation, and then puts the result into a response queue.
If the database operation is idempotent by nature, there is no need for an additional idempotent
filter. But for our example I have added an idempotent filter element to emphasize that the database
operation must be idempotent. The idempotent filter and the database operation use the same
database and as such they both can be part of the same local transaction. Notice also that there is
no global transaction that spans both resources (the broker and the database), but two independent
local transactions.

Two isolated local transactions

With this layout of the message flow, starting from a message queue, going into an idempotent
database operation, and no further state modifications as part of the processing, it is possible to
avoid using distributed transactions. Let’s see the possible scenarios.
If there is an exception before writing to the database, the broker transaction will be rolled back and
the message will be moved to a DLQ. Both the queue and the database will remain in a clean state.
If there is an exception during the database insert, the database will roll back the transaction (the
idempotent filter is part of the same transaction too), and then the broker will roll back its transaction
and both resources will be in a clean state again.
But why dowe need the database operation to be idempotent? That is, for the case when the database
transaction is committed, but the broker transaction is not. Perhaps the Camel process was killed
straight after the database commit, but before the broker commit could happen. In this unlikely
scenario, the message will remain in the message broker. But when the Camel route starts again,
the message will be consumed, and since our database operation is idempotent, even if we process
the same message again, there will not be any side effects on the database, so we are all good and
consistent.
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More Information

[CAMEL FILE] File Component - Apache Camel
[CAMEL ONCOMPLETION] OnCompletion - Apache Camel
[SOA PATTERNS] Transactional Service Pattern - SOA Patterns by Arnon Rotem-Gal-Oz

http://camel.apache.org/file2.html
http://camel.apache.org/oncompletion.html
https://www.manning.com/books/soa-patterns


Summary
This book contains twenty design patterns useful for designing Apache Camel-based applications.
The following list is a quick reference with a short description for each pattern, followed by a Mind
Map visualizing the patterns.

Patterns List

1. VETRO Pattern: Combines multiple sequential actions taken on a message into a consistent
structure and well defined responsibilities.

2. Canonical Data Model Pattern: Allows the minimization of dependencies between applica-
tions that use different data formats through an additional level of data format indirection.

3. Edge Component Pattern: Encapsulates endpoint-specific details and prevents them from
leaking into the business logic of an integration flow.

4. Command Query Responsibility Segregation Pattern: Decouples read from write opera-
tions to allow them to evolve independently.

5. Reusable Route Pattern: Allows an agnostic business logic to be repeatedly used in different
service contexts.

6. Runtime Reconfiguration Pattern: Allows externalizing and runtime variability of be-
haviour without requiring an application redeployment.

7. External Configuration Pattern: Parametrizes the configuration information of an applica-
tion and externalizes it from the deployment archive.

8. Data Integrity Pattern: Maintains the data consistency and business integrity of a system
comprised of dispersed data sources in the case of a processing failure.

9. Saga Pattern: Removes the need for distributed transactions by ensuring that the transaction
at each step of the business process has a defined compensating transaction to undo the work
completed in the case of partial failures.

10. Idempotent Filter Pattern: Filters out duplicate messages and ensures that only unique
messages are passed through.

11. Retry Pattern: Enables applications to handle anticipated transient failures by transparently
retrying a failed operation with an expectation that it will be successful.

12. Throttling Pattern: Controls the throughput of a processing flow to meet the service-level
agreements, and prevents the overloading of other systems.

13. Circuit Breaker Pattern: Improves the stability and the resilience of a system by guarding
integration points from cascading failures and slow responses from external systems.

14. Error Channel Pattern: Set of patterns and principles used for error handling in integration
applications with different conversation styles.

8
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15. Service Instance Pattern: Accommodates increasing workloads by distributing the loads on
multiple service instances.

16. Singleton Service Pattern: Makes sure that only a single instance of a service is active at a
time.

17. Load Levelling Pattern: Allows the handling of peak loads and slow running tasks by
introducing temporal decoupling between consumers and producers using message queues.

18. Parallel Pipeline Pattern: Allows concurrent execution of the steps of a multistep process by
maintaining the message order.

19. Bulkhead Pattern: Enforces resource partitioning and damage containment in order to
preserve partial functionality in the case of a failure.

20. Service Consolidation Pattern: Provides guidelines for the grouping of services together or
the isolation of them from one another for a deployment purpose driven by constraints.

Patterns Mind Map

Every pattern has implications to multiple non-functional requirements (NFR), and can contribute
to a variety of scenarios. The following mind map is a simplified view showing the main NFR that
every pattern contributes to and the category it belongs to.

Camel Design Patterns mind map in relation to NFRs and use cases
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